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#### Abstract

It is known that most numerical methods for solving differential equations are based on iterative methods or Taylor expansion methods. This paper tries to study a numerical method from a new perspective-optimization method. By means of the idea of kernel $\varepsilon$-SVR, the paper constructs an optimization model for a class of threepoint boundary value problems (BVPs) of linear second-order ordinary differential equations (ODEs) with variable coefficients and proposes a novel numerical method for solving them. The proposed method has a certain versatility and can be used to solve some other kinds of differential equations and integral equations. In order to verify the effectiveness of the proposed method, comparative experiments with six specific linear second-order ODEs are performed. Experimental results show that the proposed method has a good approximation property.
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## 1 Introduction

Differential equations can be found in the mathematical formulation of physical phenomena in a wide variety of applications especially in science and engineering. Depending on the form of the boundary conditions to be satisfied by the solution, problems involving ordinary differential equations (ODEs) can be divided into two main categories, initial value problems (IVPs) and boundary value problems (BVPs). Exact solutions for these problems are not generally available and hence numerical methods must be applied.

Multi-point BVPs for ODEs can arise in solving linear partial differential equations by using the separation variable method [1]. Moreover, in the engineering problem to increase the stability of a rod, one also imposes a fixed interior point except for the ends of the rod [2]. Along this line, the solutions of multipoint BVPs for ODEs have great significance in mathematical theory and practical applications [3-4]. It is seen that the three-point BVPs of nonlinear secondorder ODEs have attracted much attention [5-8] and it is significant to provide the solutions and Green's functions for these problems [9-10]. As shown in mentioned works, the existence and uniqueness of the solution are always focused on by using a fixed point theorem. However, from the viewpoint of practical

[^0]applications, one should provide explicit solutions or approximate solutions for multi-point BVPs. In this paper, inspired by work of S. Mehrkanoon et. al [11], we try from a new perspective to study a class of threepoint BVPs of linear second-order ODEs with variable coefficients
\[

$$
\begin{align*}
& y^{\prime \prime}(x)+p(x) y^{\prime}(x)+q(x) y(x)=g(x) \\
& x \in[a, b]  \tag{1}\\
& y(a)=p_{0} \\
& y(b)+\lambda y(\mu)=q_{0}, \mu \in(a, b)
\end{align*}
$$
\]

where the known functions $p(x) \in C^{1}[a, b], q(x), g(x)$ $\in C[a, b]$ and $\lambda, \mu$ are the constants, and research how to obtain its approximal solutions by using an optimization method based on kernel support vector regression (KSVR).

Kernel support vector regressions (KSVRs) based on optimization modelings are a powerful methodology for solving pattern recognition and function estimation problems, which based on Vapnik and Chervonenkis structural risk minimization principle [12]. They show better generalization ability compared to other machine learning methods on a wide variety of real-world problems, such as optimal control [13], image segmentation [14], image denoising [15], time series prediction [16], cyber security problems [17], network traffic predictive [18] and so on.

KSVRs are used to deal with nonlinear regression problems by means of kernel skill. Data can be mapped into a high dimensional feature space by using a kernel function and then linear regression problems can be solved, which results in solving quadratic programming problems (QPPs). The main challenge in developing a useful regression modeling is to capture accurately the underlying functional relationship between the given inputs and their output values. Once the resulting model is obtained, it can be used as a tool for analysis, simulation and prediction. KSVR aims at determining a regressor for a given set of data points and a kernel function. The basic idea of kernel $\varepsilon$-SVR with $\varepsilon$-insensitive loss function proposed by Vapnik [12] is to find a linear function $y(x)$ in the higher dimensional feature space such that, on the one hand, more mapped data samples locate in the $\varepsilon$ intensive tube between $y(x)-\varepsilon$ and $y(x)+\varepsilon$ and on the other hand, the function $y(x)$ is as flat as possible, which leads to introduce the regularization term. Thus, the structural risk minimization principle is implemented.

The paper mainly researches how to use kernel $\varepsilon$ SVR method to obtain numerical solutions of Eq.(1). It can be seen from the derivation process that some IVPs and BVPs of general linear ODEs may be studied by using the similar way. The paper does not involve nonlinear ODEs, which will be our next work. The remainder of this paper is organized as follows: Section 2 briefly reviews kernel $\varepsilon$-SVR and some basic concepts. Section 3 presents a new approximation method for the solution of Eq.(1). In order to verify the effectiveness of the presented method, a series of comparative experiments with six specific linear second-order ODEs are performed in Section 4 and some concluding remarks are given in Section 5.

## 2 Kernel $\varepsilon$-SVR

This section briefly recalls kernel $\varepsilon$-SVR, for details see [12]. Let $T=\left\{\left(x_{i}, y_{i}\right)\right\}_{i=1}^{l}$ be a set of sample data, where $x_{i} \in R^{n}$ and $y_{i} \in R$ are input and output of the $i$ th sample data respectively. Let $k: R^{n} \times R^{n} \rightarrow$ $R$ be a kernel function with the reproducing kernel Hilbert space (RKHS) $H$ and the nonlinear feature mapping $\phi: R^{n} \rightarrow H$. The space $H$ is a higher dimensional space and can be expressed as an expended space of the mapped inputs $\left\{\phi\left(x_{i}\right)\right\}_{i=1}^{l}$, that is, $H=\operatorname{span}\left\{\phi\left(x_{1}\right), \cdots, \phi\left(x_{l}\right)\right\}$. It is known that $k(u, v)=$ $\langle\phi(u), \phi(v)\rangle$ for all $u, v \in R^{n}$, where $\langle\cdot, \cdot\rangle$ denotes the inner product in RKBS $H$. Let $K=\left[k\left(x_{i}, x_{j}\right)\right] \in R^{l \times l}$ be the kernel matrix and $K_{i}$ denote the $i$ th column of $K . \varepsilon$-SVR is based on $\varepsilon$-insensitive loss function de-
fined by

$$
L_{\varepsilon}(y)= \begin{cases}0 & \text { if }|f(x)-y| \leq \varepsilon \\ |f(x)-y|-\varepsilon & \text { otherwise }\end{cases}
$$

where $f(x)$ and $y$ are the predicted value and true value of the input $x \in R^{n}$, respectively. The regression function obtained by using kernel $\varepsilon$-SVR has the form $f(x)=w^{T} \phi(x)+b$, where unknown normal vector $w \in H$ and bias $b \in R$ can be obtained by solving the following optimization problem:

$$
\begin{align*}
\min _{w, b} & \frac{1}{2}\|w\|^{2}+C \sum_{i=1}^{l}\left(\xi_{1 i}+\xi_{2 i}\right), \\
\text { s.t. } & w^{T} \phi\left(x_{i}\right)+b-y_{i} \leq \varepsilon+\xi_{1 i}, i=1, \cdots, l,  \tag{2}\\
& y_{i}-\left(w^{T} \phi\left(x_{i}\right)+b\right) \leq \varepsilon+\xi_{2 i}, i=1, \cdots, l, \\
& \xi_{1 i}, \xi_{2 i} \geq 0, i=1, \cdots, l,
\end{align*}
$$

where $C>0$ is a pre-specified value and $\xi_{1 i}, \xi_{2 i}, i=$ $1, \cdots, l$ are slack variables. Due to

$$
H=\operatorname{span}\left\{\phi\left(x_{1}\right), \cdots, \phi\left(x_{l}\right)\right\},
$$

we can set $w=\sum_{i=1}^{l} \beta_{i} \phi\left(x_{i}\right)$. Put

$$
\begin{aligned}
& \beta=\left(\beta_{1}, \cdots, \beta_{l}\right)^{T}, \\
& y=\left(y_{1}, \cdots, y_{l}\right)^{T}, \\
& e_{l}=(1, \cdots, 1)^{T} \in R^{l}, \\
& \xi_{1}=\left(\xi_{11}, \cdots, \xi_{1 l}\right)^{T} \in R^{l}, \\
& \xi_{2}=\left(\xi_{21}, \cdots, \xi_{2 l}\right)^{T} \in R^{l},
\end{aligned}
$$

then $w^{T} \phi\left(x_{i}\right)=K_{i}^{T} \beta$ and the problem (2) can be rewritten as the matrix form:

$$
\begin{align*}
\min _{w, b} & \frac{1}{2} \beta^{T} K \beta+C e_{l}^{T}\left(\xi_{1}+\xi_{2}\right) \\
\text { s.t. } & K \beta+b e_{l}-y \leq \varepsilon e_{l}+\xi_{1}  \tag{3}\\
& y-\left(K \beta+b e_{l}\right) \leq \varepsilon e_{l}+\xi_{2} \\
& \xi_{1}, \xi_{2} \geq 0
\end{align*}
$$

By solving the Wolfe dual form of the problem (3):

$$
\begin{aligned}
& \min _{\alpha_{1}, \alpha_{2}} \frac{1}{2}\left(\alpha_{1}-\alpha_{2}\right)^{T} K\left(\alpha_{1}-\alpha_{2}\right)-y^{T}\left(\alpha_{1}-\alpha_{2}\right) \\
&+\varepsilon e_{l}^{T}\left(\alpha_{1}+\alpha_{2}\right) \\
& \text { s.t. } e_{l}^{T}\left(\alpha_{1}-\alpha_{2}\right)=0, \\
& 0 \leq \alpha_{1}, \alpha_{2} \leq C e_{l},
\end{aligned}
$$

we can obtain the optimal solution $\left(\alpha_{1}^{*}, \alpha_{2}^{*}\right)$ and then

$$
\begin{aligned}
\beta^{*} & =\alpha_{1}^{*}-\alpha_{2}^{*} \\
b^{*} & =y_{i}-K_{i}^{T} \beta^{*}+\varepsilon \text { for some } i: 0<\alpha_{1 i}^{*}<C,
\end{aligned}
$$

or

$$
b^{*}=y_{k}-K_{k}^{T} \beta^{*}-\varepsilon \text { for some } k: 0<\alpha_{2 k}^{*}<C .
$$

Therefore, the optimal regression function is

$$
f(x)=\left[k\left(x_{1}, x\right), \cdots, k\left(x_{l}, x\right)\right] \beta^{*}+b^{*} .
$$

## 3 A numerical method based on Kernel $\varepsilon$-SVR

It is known that KSVRs based on optimization model are a powerful methodology for solving function estimation problems and show better generalization ability than other machine learning methods on a wide variety of real-world problems. But the main challenge in developing a useful regression model is to capture the underlying functional relationship between the given inputs and their output values accurately.

This section tries to study how to seek the numerical solutions of Eq.(1) by using kernel $\varepsilon$-SVR. Specifically, it assumes that numerical solutions of Eq.(1) have the form $\hat{y}(x)=w^{T} \phi(x)+b$ for a given kernel function $k: R \times R \rightarrow R$ with RKHS $H$ and feature mapping $\phi: R \rightarrow H$ and then learns unknown $w \in H$ and $b \in R$ by kernel $\varepsilon$-SVR. For this end, the domain [a,b] of Eq.(1) needs to be discretized into a set of collocation points $a=x_{1}<x_{2}<\cdots<x_{l}=b$ with the same stepsize $h=\frac{b-a}{l-1}$ such that $\mu=x_{n} \in\left(x_{1}, x_{l}\right)$, and then the points $\left\{x_{i}\right\}_{=1}^{l}$ are selected as input values. Since there are no available output values to learn ( $w, b$ ) from Eq.(1), we have to substitute the function $\hat{y}(x)=w^{T} \phi(x)+b$ into Eq.(1). So, it needs to define the derivative of the kernel function. Making use of the Mercer's Theorem [19], derivatives of the feature map can be written in terms of derivatives of the kernel function [20]. Define the following differential operator which will be used in subsequent sections,

$$
\nabla_{n}^{m} k(u, v)=\frac{\partial^{n+m} k(u, v)}{\partial u^{n} \partial v^{m}}, \forall u, v \in R, n, m=1,2, \cdots
$$

By the definition of kernel function, it has

$$
\nabla_{n}^{m} k(u, v)=\left(\phi^{(n)}(u)\right)^{T} \phi^{(m)}(v),
$$

and then

$$
\begin{aligned}
\hat{y}(x) & =w^{T} \phi(x)+b=\sum_{j=1}^{l} \beta_{j} \phi\left(x_{j}\right)^{T} \phi(x)+b \\
& =\sum_{j=1}^{l} \beta_{j} k\left(x_{j}, x\right)+b, \\
\hat{y}^{\prime}(x) & =w^{T} \phi^{\prime}(x)=\sum_{j=1}^{l} \beta_{j} \phi\left(x_{j}\right)^{T} \phi^{\prime}(x) \\
& =\sum_{j=1}^{l} \beta_{j} \nabla_{0}^{1} k\left(x_{j}, x\right), \\
\hat{y}^{\prime \prime}(x) & =w^{T} \phi^{\prime \prime}(x)=\sum_{j=1}^{l} \beta_{j} \phi\left(x_{j}\right)^{T} \phi^{\prime \prime}(x) \\
& =\sum_{j=1}^{l} \beta_{j} \nabla_{0}^{2} k\left(x_{j}, x\right) .
\end{aligned}
$$

In the sequel, put

$$
\begin{aligned}
& K_{0}^{0}=\left[\nabla_{0}^{0} k\left(x_{i}, x_{j}\right)\right]=\left[k\left(x_{i}, x_{j}\right)\right]=K \in R^{l \times l}, \\
& K_{n}^{m}=\left[\nabla_{n}^{m} k\left(x_{i}, x_{j}\right)\right]=\left[\left.\nabla_{n}^{m} k(u, v)\right|_{u=x_{i}, v=x_{j}}\right] \in R^{l \times l},
\end{aligned}
$$

and denote by $\left(K_{n}^{m}\right)_{i}$ and $K_{i}$ the $i$ th columns of the matrices $K_{n}^{m}$ and $K$, respectively. Let

$$
L(y(x))=y^{\prime \prime}(x)+p(x) y^{\prime}(x)+q(x) y(x) .
$$

If $\hat{y}(x)$ is an exact solution of Eq.(1), then $\hat{y}(a)=$ $p_{0}, \hat{y}(b)+\lambda \hat{y}(\mu)=q_{0}$ and $L\left(\hat{y}\left(x_{i}\right)\right)=g\left(x_{i}\right)$ for all $i=1, \cdots, l$. But in general, $\hat{y}(a), \hat{y}(b)+\lambda \hat{y}(\mu)$ and $L\left(\hat{y}\left(x_{i}\right)\right)$ are not necessarily equal to $p_{0}, q_{0}$ and $g\left(x_{i}\right)$, respectively. So, we hope the smaller the better of the absolute values $\left|\hat{y}(a)-p_{0}\right|,\left|\hat{y}(b)+\lambda \hat{y}(\mu)-q_{0}\right|$ and $\left|L\left(\hat{y}\left(x_{i}\right)\right)-g\left(x_{i}\right)\right|$ for $i=1, \cdots, l$. For this end, choose $\left\{g\left(x_{i}\right)\right\}_{i=1}^{l}$ as output values and construct the following optimization problem:

$$
\begin{array}{cc}
\min _{w, b} & \frac{1}{2}\|w\|^{2}+C \sum_{i=1}^{l}\left(\xi_{1 i}+\xi_{2 i}\right), \\
\text { s.t. } & L\left(\hat{y}\left(x_{i}\right)\right)-g\left(x_{i}\right) \leq \varepsilon+\xi_{1 i}, \\
& \xi_{1 i} \geq 0, i=1, \cdots, l, \\
& g\left(x_{i}\right)-L\left(\hat{y}\left(x_{i}\right)\right) \leq \varepsilon+\xi_{2 i},  \tag{4}\\
& \xi_{2 i} \geq 0, i=1, \cdots, l, \\
& \hat{y}\left(x_{1}\right)=p_{0}, \\
& \hat{y}\left(x_{l}\right)+\lambda \hat{y}\left(x_{n}\right)=q_{0},
\end{array}
$$

where $C>0$ is a pre-specified value and $\xi_{1 i}, \xi_{2 i}, i=$ $1, \cdots, l$ are slack variables.

In the problem (4), it assumes the boundary conditions being satisfied and hopes the most values of $\left\{L\left(\hat{y}\left(x_{i}\right)\right)\right\}_{i=1}^{l}$ satisfying $\left|L\left(\hat{y}\left(x_{i}\right)\right)-g\left(x_{i}\right)\right|<\varepsilon$ for some given sufficiently small $\varepsilon>0$, which indicates that the errors between exact values and estimated values at most of discrete points $\left\{x_{i}\right\}_{i=1}^{l}$ are smaller than $\varepsilon$. By discussion in the previous section, it knows that the numerical solution $\hat{y}(x)=w^{T} \phi(x)+b$ is continuous if the kernel function $k: R \times R \rightarrow R$ is continuous. According to the symbol property of continuous functions, it can conclude that the error between exact solution and numerical solution in the whole domain $[a, b]$ is smaller than $\varepsilon$ as long as the stepsize $h$ is taken sufficiently small. In general, $\varepsilon$ is often taken as $10^{-4} \sim 10^{-2}$. In this paper, take $\varepsilon=10^{-2}$.

According to the discussion in Section 2, we can let $w=\sum_{j=1}^{l} \beta_{j} \phi\left(x_{j}\right)$ and then deduce that

$$
\begin{aligned}
& \hat{y}\left(x_{i}\right)=\sum_{j=1}^{l} \beta_{j} k\left(x_{j}, x_{i}\right)+b=K_{i}^{T} \beta+b, \\
& \hat{y}\left(x_{l}\right)+\lambda \hat{y}\left(x_{n}\right)=\left(K_{l}+\lambda K_{n}\right)^{T} \beta+(1+\lambda) b, \\
& \hat{y}^{\prime}\left(x_{i}\right)=\left(K_{0}^{1}\right)_{i}^{T} \beta, \\
& \hat{y}^{\prime \prime}\left(x_{i}\right)=\left(K_{0}^{2}\right)_{i}^{T} \beta, \\
& L\left(\hat{y}\left(x_{i}\right)\right)=\left[\left(K_{0}^{2}\right)_{i}+p\left(x_{i}\right)\left(K_{0}^{1}\right)_{i}+q\left(x_{i}\right) K_{i}\right]^{T} \beta+q\left(x_{i}\right) b, \\
& i=1, \cdots, l .
\end{aligned}
$$

Put

$$
\begin{aligned}
& m_{i}=\left(K_{0}^{2}\right)_{i}+p\left(x_{i}\right)\left(K_{0}^{1}\right)_{i}+q\left(x_{i}\right) K_{i} \in R^{l}, i=1, \cdots, l, \\
& M=\left[m_{1}, \cdots, m_{l}\right] \in R^{l \times l}, \\
& g=\left(g\left(x_{1}\right), \cdots, g\left(x_{l}\right)\right)^{T} \in R^{l}, \\
& q=\left(q\left(x_{1}\right), \cdots, q\left(x_{l}\right)\right)^{T} \in R^{l},
\end{aligned}
$$

then the problem (4) can be rewritten as the matrix
form:

$$
\begin{align*}
\min _{\beta, b, \xi_{1}, \xi_{2}} & \frac{1}{2} \beta^{T} K \beta+C e_{l}^{T}\left(\xi_{1}+\xi_{2}\right) \\
\text { s.t. } & M^{T} \beta+q b-g \leq \varepsilon e_{l}+\xi_{1}, \xi_{1} \geq 0, \\
& g-M^{T} \beta-q b \leq \varepsilon e_{l}+\xi_{2}, \xi_{2} \geq 0,  \tag{5}\\
& K_{1}^{T} \beta+b=p_{0}, \\
& \left(K_{l}+\lambda K_{n}\right)^{T} \beta+(1+\lambda) b=q_{0} .
\end{align*}
$$

Considering the Lagrange function of the problem (5)

$$
\begin{aligned}
& L\left(\beta, b, \xi_{1}, \xi_{2}, \eta_{1}, \eta_{2}, \varsigma_{1}, \varsigma_{2}, \alpha_{1}, \alpha_{2}\right) \\
& \quad=\frac{1}{2} \beta^{T} K \beta+C e_{l}^{T}\left(\xi_{1}+\xi_{2}\right) \\
& \quad+\eta_{1}^{T}\left(M^{T} \beta+q b-g-\varepsilon e_{l}-\xi_{1}\right) \\
& \quad+\eta_{2}^{T}\left(g-M^{T} \beta-q b-\varepsilon e_{l}-\xi_{2}\right) \\
& \quad-\varsigma_{1}^{T} \xi_{1}-\varsigma_{2}^{T} \xi_{2}+\alpha_{1}\left(K_{1}^{T} \beta+b-p_{0}\right) \\
& \quad+\alpha_{2}\left(\left(K_{l}+\lambda K_{n}\right)^{T} \beta+(1+\lambda) b-q_{0}\right),
\end{aligned}
$$

where $\eta_{1}, \eta_{2}, \varsigma_{1}, \varsigma_{2} \in R^{l}$ and $\alpha_{1}, \alpha_{2} \in R$ are the vectors of Lagrange multipliers, and letting $\frac{\partial L}{\partial \beta}=\frac{\partial L}{\partial b}=\frac{\partial L}{\partial \xi_{1}}=$ $\frac{\partial L}{\partial \xi_{2}}=0$, it can deduce that

$$
\begin{align*}
& K \beta+M\left(\eta_{1}-\eta_{2}\right)+\alpha_{1} K_{1}+\alpha_{2}\left(K_{l}+\lambda K_{n}\right)=0, \\
& q^{T}\left(\eta_{1}-\eta_{2}\right)+\alpha_{1}+(1+\lambda) \alpha_{2}=0, \\
& C e_{l}-\eta_{1}-\varsigma_{1}=0 \Rightarrow 0 \leq \eta_{1} \leq C e_{l},  \tag{6}\\
& C e_{l}-\eta_{2}-\varsigma_{2}=0 \Rightarrow 0 \leq \eta_{2} \leq C e_{l} .
\end{align*}
$$

Since the kernel matrix $K$ is symmetric and nonnegative definite, it can be assumed as a nonsingular matrix without loss of generality. Otherwise, to take care of problems due to possible ill-conditioning, a regularization term $K+\delta I_{l}$ can be introduced with a sufficiently small number $\delta>0$ and a $l$ order unit matrix $I_{l}$. Put

$$
\begin{aligned}
& D=\left[M,-M, K_{1}, K_{l}+\lambda K_{n}\right] \in R^{l \times(2 l+2)}, \\
& \gamma=\left[\eta_{1}^{T}, \eta_{2}^{T}, \alpha_{1}, \alpha_{2}\right]^{T} \in R^{2 l+2}, \\
& d=\left[q^{T},-q^{T}, 1,(1+\lambda)\right]^{T} \in R^{2 l+2} .
\end{aligned}
$$

It can get $\beta=-K^{-1} D \gamma$ from (6). Substituting (6) and $\beta=-K^{-1} D \gamma$ into the Lagrange function, it has

$$
L(\gamma)=-\frac{1}{2} \gamma^{T} D^{T} K^{-1} D \gamma-z^{T} \gamma
$$

where

$$
z=\left(\left(\varepsilon e_{l}+g\right)^{T},\left(\varepsilon e_{l}-g\right)^{T}, p_{0}, q_{0}\right)^{T} \in R^{2 l+2}
$$

Consequently, the Wolfe dual form of the problem (5) can be written as

$$
\begin{align*}
& \min _{\gamma} \frac{1}{2} \gamma^{T} D^{T} K^{-1} D \gamma+z^{T} \gamma \\
& \text { s.t. } d^{T} \gamma=0,  \tag{7}\\
& \quad 0 \leq \gamma_{j} \leq C, j=1, \cdots, 2 l .
\end{align*}
$$

After getting the optimal solution $\gamma^{*}$ of the problem (7), it has

$$
\begin{aligned}
\beta^{*} & =-K^{-1} D \gamma^{*} \\
b^{*} & =p_{0}-K_{1}^{T} \beta^{*}
\end{aligned}
$$

and then the numerical solution of Eq.(1) is

$$
\hat{y}(x)=\left[k\left(x_{1}, x\right), \cdots, k\left(x_{l}, x\right)\right] \beta^{*}+b^{*} .
$$

The specific procedure is as follows.

## Algorithm 1.

Step 1. Discrete the domain $[a, b]$ by $a=x_{1}<$ $x_{2}<\cdots<x_{l}=b$ with a sufficiently small same stepsize $h=\frac{b-a}{l-1}$ such that $\mu=x_{n} \in\left(x_{1}, x_{l}\right)$.

Step 2. Select a proper kernel function.
Step 3. Choose proper kernel parameters and model parameters.

Step 4. Solve the problem (7) and obtain the optimal solution $\gamma^{*}$.

Step 5. Compute $\beta^{*}=-K^{-1} D \gamma^{*}$ and $b^{*}=p_{0}-$ $K_{1}^{T} \beta^{*}$.

Step 6. construct the numerical solution of Eq.(1) by $\hat{y}(x)=\left[k\left(x_{1}, x\right), \cdots, k\left(x_{l}, x\right)\right] \beta^{*}+b^{*}$.

## 4 Numerical examples

In order to demonstrate the effectiveness of Algorithm 1 , in this section, a series of comparative experiments are performed between numerical solutions and exact solutions in the following six elaborated three-point BVPs of linear second-order ODEs with variable coefficients. The first five examples come from a the second kind Fredholm integral equation [10]

$$
\begin{aligned}
& \varphi(x)-\frac{1}{2} \int_{0}^{1}(x+1) e^{-x y} \varphi(y) d y=e^{-x}-\frac{1}{2}+\frac{1}{2} e^{-(x+1)}, \\
& 0 \leq x \leq 1
\end{aligned}
$$

and have the same exact solution $\varphi(x)=e^{-x}$. The sixth example is also taken from [10] and has the exact solution $\varphi(x)=e^{x}$.

Example 1. Consider a three-point BVP of linear second-order ODE with variable coefficients:

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}(x)+\varphi^{\prime}(x)+x \varphi(x)=x e^{-x}, 0 \leq x \leq 1, \\
\varphi(0)=1, \varphi(1)+\varphi(1 / 2)=e^{-1}+e^{-1 / 2} .
\end{array}\right.
$$

Example 2. Consider a three-point BVP of linear second-order ODE with variable coefficients:

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}(x)-(1+\sin x) \varphi(x)=-e^{-x} \sin x, 0 \leq x \leq 1, \\
\varphi(0)=1, \varphi(1)+\varphi(1 / 2)=e^{-1}+e^{-1 / 2} .
\end{array}\right.
$$

Example 3. Consider a three-point BVP of linear second-order ODE with variable coefficients:

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}(x)+x^{2} \varphi^{\prime}(x)-x \varphi(x)=\left(1-x-x^{2}\right) e^{-x}, 0 \leq x \leq 1, \\
\varphi(0)=1, \varphi(1)+\varphi(1 / 2)=e^{-1}+e^{-1 / 2}
\end{array}\right.
$$

Example 4. Consider a three-point BVP of linear second-order ODE with variable coefficients:

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}(x)+(1+x) \varphi^{\prime}(x)=-x e^{-x}, 0 \leq x \leq 1, \\
\varphi(0)=1, \varphi(1)+\varphi(1 / 2)=e^{-1}+e^{-1 / 2}
\end{array}\right.
$$

Example 5. Consider a three-point BVP of linear second-order ODE with variable coefficients:

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}(x)+\sin x \varphi^{\prime}(x)+x^{2} \varphi(x)=\left(1-\sin x+x^{2}\right) e^{-x} \\
0 \leq x \leq 1 \\
\varphi(0)=1, \varphi(1)+\varphi(1 / 2)=e^{-1}+e^{-1 / 2}
\end{array}\right.
$$

Example 6. Consider a three-point BVP for a second-order ODE with variable coefficients:

$$
\left\{\begin{array}{l}
\varphi^{\prime \prime}(x)-(1+\sin x) \varphi(x)=-e^{x} \sin x, x \in[0,1] \\
\varphi(0)=1, \varphi(1)+\varphi(1 / 2)=e+e^{1 / 2}
\end{array}\right.
$$

All computations are implemented in Matlab 2010b on a PC with 2.5 GHz CPU and 4 G bytes memory. The Gaussian RBF kernel function

$$
k(u, v)=\exp \left\{-\frac{(u-v)^{2}}{2 \sigma^{2}}\right\}, \forall u, v \in R
$$

is chosen in all experiments and the model parameter $C$ and kernel parameter $\sigma$ are taken as $C=1$ and $\sigma=2$. The experiment results are listed in Table 1 and the diagrams of comparisons are listed in Figure 1.

Because most of known methods for solving differential equations numerically are focus on Taylor expansion or discrete approaches, almost no use of optimization method, it can only compare the errors between numerical solutions and exact solutions in this paper. From Table 1, it can see that the proposed numerical method has good accuracy, which can be seen more obvious from Figure 1. According to the experiment results, we can conclude that the proposed method is feasible and effective for solving numerical three-point BVPs of linear second-order ODEs with variable coefficients.

## 5 Conclusions

This paper tries to seek the numerical solutions of three-point BVPs of linear second-order ODEs with variable coefficients by using optimization technology. Although kernel $\varepsilon$-SVR based on optimization model is a powerful methodology for solving function estimation problems, the main challenge in developing a useful regression model is to capture the underlying functional relationship between the given inputs and their output values accurately. In order to construct optimization model corresponding to kernel
$\varepsilon$-SVR, this paper selects the discrete points of the domain of Eq.(1) as input values and selects values of the function $L(\hat{y}(x))$ at the discrete points as output values. By solving the Wolfe dual problem of the model, a numerical method is proposed. experiment results indicates that the proposed method has a good approximation property. From the derivation process, it can be seen that the proposed method has a certain versatility and can be used to study some other kinds of linear ODEs. The paper only involves linear ODEs and nonlinear ODEs problems will be our next work.
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